CH00enely and omuanel

rofessor V.M. Auken, PhD
D



‘ Theorem \

i. Let = Xb bethe empirical predictor of y. Then 3 has the same value for all solutions bof X' Xb= X "y
ii. 5(f) attains the minimum for any solution of X' Xb= X"y

Proof:
i. Letbbeany memberin b=(X"X) X'_\'+[a’—{-"|:"f] .T'X]m
Since X(X'X) X'X =X, sothen

Xb=X(X'X) X'y+X[I-(X'X) X'X |o
=X(X'X) X'y

which is independent of . This implies that j' has same value for all solution bof X' Xh= X"y



ii. MNote that for any

S(B)=[y—-Xb+ X (b—pB)] [y-Xb+ X(b-p)]
= (y—XB)(y—XB)+(b- BY X' X(b—f)+2(b— Y X'(y— XBb)
=(y—XB)Y(y—XB)+(b- BYX'X(b—f) (Using X'Xb=X'y)
= (y—XB)(y— Xb)=5(b)
—y'y—23'Xb+b' X 'Xb
—y'y—b"X"Xb

=y'y-7'7.



Fitted values

Mow onwards, we assume that X is a full column rank matrix.

If ﬁ is any estimator of # for the model ¥ =X+ £, then the fitted values are defined as 7 = .-’[',I’}

where f is any estimator of £ .

In case of ,E;'=.|':If

y=AXb
=X(X'X)7'X'y
= Hy

where = X(X'X)"' X" istermed as ‘hat matrix' which is

I.  symmetric,
ii. idempotent(i.e., ifH = H) and

il trH=tr X(XX)'X'=tr X" X(X'X)" =trl =k



|Raslduals \

The difference between the cbserved and fitted values of study varable is called as residual. It is denoted as
eE=y~y

MNote that

iy H s asymmetric matrix,

(i)  is an idempotent matrix, i.e., HH =(I-H)YI-H)=(I-H)=H and
(iy ol =wl —1rH =(n—k).




| Properties of OLSE |

| (i) Estimation error |

The estimation errorof b is

b—B=(X'X)'X'y—B ]

=(X'XY'X(XB+£)-B

=(X'X)'X'e.

| (i) Bias

Since X is assumed to be nonstochastic and E(g) =0
E(b—)=(X"X)'X"E(g)
=1
Thus OLSE is an unbiased estimator of f7.




(iii) Covariance matrix

The covariance matrix of b is
Vib)=E(b— gXb— F)
- [0 Xy X e X(x X))
=(X'X)' X E(e£1X(X'X)"
(X' XV X' IX(Xx'Xx)'
= (X'X).



(iv) Variance

The variance of b can be obtained as the sum of variances of all b, b,,....b, which is the trace of covariance matrix of b.
Thus
Var(b)=tr[V(b)]
K
=2 Eb,-B)

=il'br{4’:r_.].



Estimation of &’ |

The least squares criterion can not be used to estimate & because o does notappearin S(f3) . Since E(g)=0"
so we attempt with residuals €, to estimate o as follows:

e=y-y
=y-X(X'X)'X'y
=[1-X(X'X)" X'y

= Hy.
Consider the residual sum of squares
n Also
Ssru =Z£12
- "'qsrﬂ =[]"_ x‘?}}'{},_ ﬁ}
=L —y'y—28'X'y+b' X' Xb
=(y—Xb)'(y- Xb) =y'y—b'X"y (Using X' Xb=X"y).
=y(U-H)YI-H)y SS,., = y'Hy
=yU-H)y =(Xp+&)H(XP+¢e)

_ 0 =£'He (Using HX =0).



Since &~ N(0,&°1),
so y~N{XB.c'I).
Hence v'Hy ~ ¥ (n—k).

Thus E]y'Hy]=(n—k)a Thus an unbiased estimator of & is

or E|:y h&}:ﬂ: g'=MS,, =5 (say),

n—K

. which is a model dependent estimator.
or E[M’."?, n] =a

where M& = ': is the mean sum of squares due to residual.
H —




Icnvarlanca matrix of jf’

The covarance matrix of _f' IS5
Viy)=V(Xb)
= XV(b)X'
- X(X'X)'X'
=o' H.



Gauss-Markov theorem

The ordinary least squares estimator (OLSE) is the best linear unbiased estimator (BLUE) of &

Proof: The OLSE of f is
b=(X'X)'X"y

which is a linear function of y. Consider the arbitrary linear estimator b =a'y of linear parametric function £ where

the elements of ¢7 are arbitrary constants.

and so b" is an unbiased estimator of {'# when

Then for b |
E(B)=a'XB=1"8

—a'X =10

E(b'y=E(a'y)=a'X

Since we wish to consider only those estimators that are linear and unbiased, so we restrict ourselves to those estimators

for which a' X' =1",



Proof:

Further Consider
Var(a'y)=a'Var(y)a=c'a'a Var(a'y)—Var('b)=o"[a'a—a' X(X'X) ' X 'a]
=:'I"a‘|:f—_"['{_t”,]:'] '-:f']a
=HJHI.HE[XIX}:XIH. =HJHTI—H}H-

Var({'b) = {'Var(b){

Since (I - H) is a positive semi-definite matrix, so

Var(a'y)—Var(({'b) = 0.

This reveals that if &' is any linear unbiased estimator then its variance must be no smaller than that of b.



Proof:

If we consider [ = {[L 0,....0, ljﬂﬁ...,ﬂ} (here 1 occurs at i® place), then {'b =45 is best linear unbiased estimator of
('f=4 forall i=12,. _k

Consequently b is the best linear unbiased estimator of &, where ‘best’ refers to the fact that b is efficient within the class of

linear and unbiased eslimators.
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