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Restrictions and Hypothesis Tests



INTERVAL ESTIMATION: SOME BASIC IDEAS

Now in statistics the reliability of a point estimator is measured by its 

standard error. Therefore, instead of relying on the point estimate alone, 

we may construct an interval around the point estimator, say within two or 

three standard errors on either side of the point estimator, such that this 

interval has, say, 95% probability of including the true parameter value. 
This is roughly the idea behind interval estimation.
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HYPOTHESIS TESTING

Two-Sided or Two-Tail Test



HYPOTHESIS TESTING

We know that in the long run intervals like (0.4268, 0.5914) will contain the true

Consequently, in the long run (i.e., repeated sampling) such intervals provide a 

range or limits within which the true β2 may lie with a confidence coefficient

of, say, 95%. Thus, the confidence interval provides a set of plausible null 

hypotheses. Therefore, if β2 under H0 falls within the 100(1 − α)% confidence 

interval, we do not reject the null hypothesis; if it lies outside the interval, we may 

reject it.7 This range is illustrated schematically in Figure.
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HYPOTHESIS TESTING

Following this rule, for our hypothetical example, H0: β2 = 0.3 clearly lies 

outside the 95% confidence interval given in

Therefore, we can reject the hypothesis that the true MPC is 0.3, with 95% 

confidence. If the null hypothesis were true, the probability of our obtaining a 

value of MPC of as much as 0.5091 by sheer chance or fluke is at the most 

about 5%, a small probability.

In statistics, when we reject the null hypothesis, we say that our finding is 

statistically significant. On the other hand, when we do not reject the null 

hypothesis, we say that our finding is not statistically significant.



Consistency











The technique of analysis of variance is usually used for testing 

the hypothesis related to equality of more than one parameters, 

like population means or slope parameters. 

It is more meaningful in case of multiple regression model when 

there are more than one slope parameters. 
This technique is discussed and illustrated here to understand the 

related basic concepts and fundamentals which will be used in 

developing the analysis of variance in the next module in multiple 

linear regression model where the explanatory variables are more 

than two.















Using this result, we find that







QUESTIONS!
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