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Simple Linear Regression Analysis

⚫ We consider the modeling between the

dependent and one independent variable.

When there is only one independent variable

in the linear regression model, the model is

generally termed as simple linear regression

model. When there are more than one

independent variables in the model, then the

linear model is termed as the multiple linear

regression model.
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Consider a simple linear regression model
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⚫ The independent variable is viewed as 

controlled by the experimenter, so it is 

considered as non-stochastic whereas y is 

viewed as a random variable with
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⚫ Sometimes X can also be a random variable. 

In such a case, instead of simple mean and 

simple variance of y, we consider the 

conditional mean of y given X = x as
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The Likelihood Function
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Consistency of MLE 



Consistency of MLE 

a.s. – almost surely
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Consistency of MLE 

This is omitted here. 

Note that almost sure convergence implies convergence in probability.



The score function 
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QUESTIONS!
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